
‭Introduction‬

‭The base-model selector for the TANGO framework currently iterates through a list of‬

‭object-detection models and picks the ‘best’ model. The current method of picking the best‬

‭model involves first creating a small subset of images from the COCO dataset. The subset of‬

‭images is run on all candidate models to obtain latency and accuracy metrics. Together, these‬

‭metrics create a new evaluation metric (accuracy divided by latency) to guess at a model that‬

‭presents the best tradeoff between accuracy and latency. The base model is selected only once‬

‭and may be susceptible to differences between the sample set and the testing set. It is expected‬

‭that a dynamic selector since it is being used many times, will be able to select the model that is‬

‭right for the image, which can lead to improvements in both performance as well as latency. It‬

‭will also help that an incorrect choice can easily be rectified in the next pick. Picking the selector‬

‭only once, at the start of the program, creates the risk that a sub-par choice can affect all‬

‭downstream tasks.‬

‭Recent Upgrades‬

‭The base-model selector was upgraded in the summer of 2023. Instead of choosing between the‬

‭Yolov5 family of models, the selector now chooses between models in the yolov7 family. The‬

‭most significant difference is that Yolov7 models, on average, possess lower latency and higher‬

‭accuracy while simultaneously using fewer parameters (see Image 4). While upgrading the‬

‭model went smoothly, the largest problem came in the form of slow inference speeds,‬

‭unfamiliarity with docker, and broken sections of the codebase. The slow inference speeds were‬

‭resolved once GPUs were acquired; however, fixing the broken docker orchestration turned out‬



‭to be more difficult than expected. The upgrade was made and tested outside of any containers,‬

‭and eventually, the broken interfaces to other parts of the TANGO framework were repaired.‬

‭Selector‬

‭Instead of making one prediction for the entire dataset, a new selector mechanism was created to‬

‭allow for the dynamic selection of models. A complex image should be run on a slow and‬

‭complex model, and a simple image should be run on a smaller but faster model. This dynamic‬

‭routing can allow the users to obtain a better accuracy/latency metric. This way unexpected‬

‭variations in the dataset, can still be handled gracefully. To create such an evaluator, the resulting‬

‭mechanism must be trivially fast compared to the cost of running the selected object-detection‬

‭model, otherwise, it would simply be easier to run the largest model every time.‬

‭The selector, under the hood, is simply an SVM. As an input, it takes in an array of Shannon‬

‭entropy values and outputs the model that it believes is able to provide the best accuracy/latency‬

‭ratio. For a given dataset, the Shannon entropy has been shown to correlate with the performance‬



‭of semantic segmentation networks and as such, was chosen to be an indicator of image‬

‭complexity to feed into the selector for the object detection models. The image is split into‬

‭several sections, and an entropy value is calculated for each section, creating an array of‬

‭entropies as input. To train the SVM, each image was labeled with the smallest model that was‬

‭able to detect all the objects in the scene.‬

‭Conclusion‬

‭It was noticed that regardless of the training setup, the selector strongly preferred picking the‬

‭smallest model over others. Additionally, it was seen that the accuracy between models could‬

‭differ only by a hundredth or thousandth of a percent. It was also noticed that the Yolov7 family‬

‭of models in general did not vary significantly in mAP. With the current architecture setup to‬

‭optimize accuracy divided by latency, the selector will almost always choose the fastest model.‬

‭The different Yolov7 versions are meant to service different types of GPUs rather than the‬



‭accuracy or latency metric. Additionally, the yolov7 models are also specialized for certain types‬

‭of inputs/use cases. For example, the Yolov7-X may be good for handling images of size‬

‭640x640, but may fail when exposed to 1280x1280 size. Another of the same family, such as‬

‭Yolov7-w6, would perform better here. Note that for a group of object-detection models that‬

‭have a significantly larger accuracy and latency distribution, a selector may be the correct‬

‭approach. For the Yolov7 family, the accuracies are simply too close to where differences in‬

‭model selection are more likely to be perpetuated by training randomness rather than any‬

‭meaningful information.‬



‭For further proof, a t-SNE plot was created to investigate any potential clustering. As seen below,‬

‭it is quite dominated by purple (the smallest model). It is expected the clusters that do form, relay‬

‭the semantic information (if there is a bike, car, etc.) of the image rather than any supposed‬

‭complexity. Since no clear correlation was found and for most purposes, the models perform‬

‭very similarly, there is no significant advantage to using a model selector for the yolov7 family‬

‭of models.‬



‭Code Design‬

‭The base model selector in TANGO will be upgraded again to incorporate the research presented‬

‭above. The first goal is to use an entropy-based model selection mechanism. This shall come in‬

‭the manner of a pre-trained SVM, especially since it would be simply too time-consuming to‬

‭train an SVM during run-time. A new mechanism will be created to have an SVM trained‬

‭(perhaps with a dataset as an input parameter), which will not only output the trained .pt file, but‬

‭also create a report of the SVM statistics. The second goal is to support dataset-generalized‬

‭selection. Our design above allows the user to select a model for each image. However, such a‬

‭design may not integrate well into the current needs of the project and will need to support the‬

‭previous approach of picking one model for the entire dataset. It is expected that using a‬

‭pre-trained SVM will be significantly faster than running inference on all Yolo models against a‬

‭subset of images since calculating the entropy of an image only needs to be done once and is‬



‭computationally cheaper than running inference for all models. A large subset of images will‬

‭simply be passed onto the selector and the most frequently picked model shall be chosen as the‬

‭most efficient. The increased speed can allow for either a more complex predictor or for the‬

‭selector to take in a larger subset before making its decision. Implementing the image-specific‬

‭design can prove to be a challenging task and will not be prematurely added to reduce code bloat.‬
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